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Chapter 1

In tro duction

The basisfor this thesisis an internship at the Innovations in Visualizations Laboratory
of the Departmert of Computer Scienceof the Faculty of Scienceat the University of
Calgary in Calgary, Canada. An internship is part of the diploma degreeprogram in
Computer Scienceat the Otto-von-Guerike University in Magdeburg, Germary. The
internship lasted from April 3rd, 2003until Septenber 30th, 2003.

The ILab is headedby Prof. Dr. SheelaghCarpendale. Seeral PhD- and graduate
studerts aswell asinterns work on tasks which involve interactive spatial organization,
information visualization and interface design. The ILab is assaiated with the Lab-
oratory for HCI and CSCW (GroupLab) headedby Prof. Dr. Saul Greerberg. The
GroupLab is specializedin Human-Computer-Interaction and Computer Supported Co-
operative Work. A greatinterexchangeof ideasand discussiongake placebetweenboth
laboratories, resulting in a lot of creativity and great atmosphereto work in.

The task for the internship wasto implemen a software that allows a userto create
multi projection imagesfrom a given 3D scene. Dierent types of planar geometric
projections shall be integrated and interaction methods for working and adjusting these
projections shall be provided. The inspiration for this work are Chinese Landscape
Paintings with their multiple projections and viewpoints in a singleimage. The artists
usedthis technique to create a feeling of endlessspaceand alsoto shav the important
aspectsof things. This shavs that a single (perspective) projection asit is often usedin
westernart aswell asin Computer Graphicsis not suitable for every application. This
work is a stepto overcomethe limitation of a singleprojection in CG. It dealsonly with
the geometricaspectsof multi projection imagesand not with the simulation of Chinese
drawing styles, brushesand ink.

As Agrawala et al. point out in [AZMOOQ] there are se\eral applications for multi
projection images:

Artistic Expression multiple projections allow artists to expressa certain mood,
feelingor idea. ChineseLandscape Paintings often createa feeling of an unlimited
space,that is becauseof the useof di erent projections and viewpoints. For these



imagesthe viewer could get the feeling of wandering through the sceneand not
only watching it like through a window.

Representation multiple projectionscanimprove the represemation or comprehen-
sibility of a scene. Certain viewpoints are better than others for comprehending
the 3D nature of an object. Choosing di erent viewpoints for di erent objects
allows to display the most interesting aspects of ead individually. Also for a large
formated imagea singleprojection is often inadequate. For wide angle perspective
projections, objects closeto the image plane and closeto the image borders can
appear quite distorted. To solwe this multiple projections are suitable again.

Visualization: dierent projections can be used as another cue beside position,
size,color, lighting and othersto di erentiate betweenobjects or to lead the focus
of the viewer.

The result of the internship is a program called MPI-Builder ~ which implemerts a
rendering pipeline for the creation of multi projection images.

Structure

The remainderof the thesisis structured asfollows: Chapter 2 arguesthe fundamertals
for this work. Theseare ChineseLandscage Paintings and esgecially their composition
on the onehand and CG basicssud as planar geometricprojections on the other hand.
Chapter 3 takesa look on related work that dealswith the creation of multi projection
images, the simulation of easternperspective, and the simulation of Chinesedrawing
styles. A rendering pipeline for multi projection imagesis introduced in Chapter 4.
Furthermore requiremens and conceptsfor an application are discussed. Chapter 5
descrikesthe implemertation of the MPI-Builder  and preselts result imagescreated
with that application. A conclusionand a look onto further dewelopmen is given in
Chapter 6.



Chapter 2. Fine Arts and Computer Graphics Fund ament als 3

Chapter 2

Fine Arts and Computer Graphics
Fundamen tals

The goal of this chapter is to exposethe fundamertals for this work. ChineseLandscape
Paintings and especially their composition are its inspiration. They are discussedn the
rst part. The traditional computer graphics rendering processand planar geometric
projections that are usedin CG are the topic of the secondpart.

2.1 Chinese Landscap e Painting

ChineselLandscape Painting refersto a style of easternart that started to dewelop in
the fth certury [Cah77]and that is popular till nowadays. As the Chinesewords for
this style shanshui, which meansmountain and water, indicate important elemerts are
hills, mountains, riversand lakes. Further elemerts are architecture and humansin their
ernvironmert. Although artists usedvarious materials for the creation of their imagesso
that di erent drawing stylescan be found there are conceptsfor the composition that are
guite commonfor all of them. Generallyit canbe stated that ChineseLandscape Paint-
ings are multi projection images,as di erent viewpoints and even di erent projections
are usedin di erent parts of animage. This is alsoreferredto as Eastern Perspective 1.

2.1.1 Impression of Space

For a long time the goal of western painters wasto createrealistic images. This results
in the dewelopmen and useof perspective projectionsin the RenaissanceTheir images
often weremeart to be placedon a wall to sene like awindow. That fact, the vanishing
points (causedby the perspective projections) that strongly lead the focusof the viewer,
andthe strongly de ned bordersof the imagegive the impressionof ertering the displayed

I Throughout this thesisthe expressionperspective projection is explicitly usedto describe this special
type of projection. In ne arts the word perspective is not only usedin the geometric sense.
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space.ChineseLandscape Paintings arecreatedin adi erent attitude: the artists wanted
to createthe impressionof in nite spaceopening up in front of the viewer [HH91]. By
viewing an image a personshould be able to mertally walk through the landscape and
seedi erent things from di erent positions. Sothe painters overcamethe limitation of a
xed viewpoint and chosedi erent viewpoints for di erent parts of the imageto display
the important aspectsof things. The following poem Mount Lu (taken from [dS68]) by
Su Tung-p'o nicely illustrates this idea:

From that side it seemsa peak

From this side a range,

View it from on high, view it from below
It is nevertwice the same-

How comesit that we cannot know

This mountains real form?

It is, oh friend, it is that we

Are Dwellers on the Mount of Lu.

In ChineseLandscape Paintings the horizonis not decisive. As David Hockney points
out in [HH91] leaving empty areasin an imagethat canbe lled by the imagination of
the viewer enhanceshe impressionof in nite space,whereasspacethat is completely
lled up with objects appearslimited.

Very long or high scrollswere a typical format usedby the artists. On the one hand
this is another cortrast to western art: while the western imageshave xed borders,
di erent parts of the scroll can be setinto focusby unrolling it. On the other hand this
extremeformat doesnot allow the useof onesingle perspective projection asthis would
causea lot of distortions at the distant sides. That is why parallel projections were used
quite often. This resultsin an enhancemenof the impressionof endlessspaceas parallel
lines do not intersectin distanceasit might be expected.

2.1.2 Depth

A generalproblem in painting of real world things is to expressthe 3D character of
objects on a 2D surface.In ChineseLandscape Paintings the following conceptscan be
found: occlusion,level of detail, atmosphericperspective and horizontal position.

Occlusion or Interposition is a depth cue basedon the partial obscuration of a
distant object by a closerone sothat the obscuredobject is perceived asthe one
further away. Often mist is usedto obscureobjects referred to as misty depth.
The use of mist enhanceshe feeling of endlessspaceas distancescan hardly be
estimated. The illusion of heigh is created by covering the basesof mountains
with mist.
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The position or distance of an object to the artist in uences its position in the
image: the further away the object is, the further up it is painted.

Levelof detail: the closeran object is the more details are displayed. The following
poem (taken from [dS68]) by Wang Wei conveysthis idea:

In the distanee men haveno eyes,
Trees haveno branches,mountains
No stonesand water no waves.

Atmosphericperspective is a method that createsan illusion of spaceand distance:
distant objects are seenlessclearly than thosethat are closerbecauseof the scat-
tering of light that is causedby small dust particles or water suspendedinto the
air. This e ect is created by displaying objects in progressiely lighter tones as
they get further away [Cah77].

2.1.3 Structure of Chinese Landscap e Painting

The image spacein a ChineselLandscage Painting is divided
into three spacesseparatedby horizortal planes:foreground, Vo |
middle part, badground. Di erent viewpoints for thesethree 7 '
parts are quite common. Furthermore di erent viewpoints
can be found in one spaceitself again. This resultsin se\eral
layers the imageis composedof.

Three general conceptsare known that can be directly
applied to the three spaceqdS68].

Deep distanc e or shen-wan is like standing at the
foot of a mountain and looking up to its top (seeFig- A
ure 2.1). This makesthe mourtain appear more tower- 4\ "

ing.

Level distanc e or p'ing-ywuan is like standing on the
ground and viewing into the distance. This is shown in
the left part of Figure 2.2.

High distanc e or kao-yan is like looking from a high
position sud as a mountain down onto the landscape -
(seeright part of Figure 2.2). This view givesa sense
for the extensionof areas. Objects that would be cov- Figure 2.1: An exam-
eredby closeronescan becomepartially visible. At its ple of deep distance. Af-
extreme, this view can becomea birds eye view sothat ter a painting ascribed
objects are seenfrom a position nearly perpendicular t0o Hsu Tao-ning. Taken
above them. from [dS68].
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Figure 2.2: An exampleof level distana. After a painting ascribed to Kuo Hsi (left).
And an exampleof high distance. After a painting ascribedto Tung Y wan (right). Taken

from [dS68].

2.1.4 Depiction of Man-made Things

Man-madethings sud asarchitecture, roads,boats, fur-
niture, etc. are often displayed by using an oblique pro-
jection. This ts into the ideaof things that are further

away, are painted further up. Multiple viewpoints are |

achieved by using di erent anglesfor the slope of lines
of di erent objects. An examplefor this can be seenin
Figure 2.3: the pools and mats in the foreground are
seenfrom a position somewhereaight of them, astheir
right sidesare turned towards the viewer. The mat in
the mid part is seenfrom a position more left asits left
border is turned towards the viewer.

Another exampleis givenin Figure 2.4. The palace,
the furniture inside it, the street, the fences,and the
cart are all displayed using oblique projections.

As already mertioned the fact that parallel lines of
an object remain parallel in the imagethe impressionof
an in nite spaceis enhanced.

A de nition and an explanation of the oblique pro-

jection can be found in the secondpart of this chapter
in section2.2.2.

A

Figure 2.3. Part of a cave
drawing. It shows the use
of di erent obliqueprojections.
Taken from [dS68].
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Figure 2.4: The Han Palae by an anorymous painter. Many examplesfor the use of
oblique projections can be found in this painting. Taken from [Cah77].
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2.1.5 Comparison of an Eastern and a Western Example

The scroll Lands@pe painted by Tang Yin shown in Fig-
ure 2.5is a typical composition of a ChineseLandscape
Painting that usesa lot of the previously discussedele-
merts. The foregroundis seenas standing on the ground
(leveldistana). The mid part is seenfrom a higher posi-
tion (high distance) and an oblique projection is usedto
display the pavilion. The mourtains in the badkground,
on the other hand, are seenfrom a lower position. This
makesthem appear towering (deep distanae). Becauseof
the useof di erent viewpoints there is no xed predeter-
mined point a viewer might focus. The way the picture is
composedmakesit easierfor a viewer to imaginewalking
through the displayed landscape and looking around.

The spacebetweenthe mid part and the badkground
is covered by mist (misty depth). The distance between
thosetwo parts cannot be estimated. This createsa feel-
ing of in nite space. Closer objects are painted more
detailed than those further away (level of detail). The
mourtains that are closerto the viewer have somede-
tail. The peaksbehind them are painted in lighter col-
ors the further away they are (areal perspective). Only
their shapesremain visible, no further details are shown.
Evertually, this createsan impressionof an endlessspace
opening up in front of the viewer. ad

In cortrast the painting Entrance to the village of
Voisins by Camille Pissarro in the impressionisticstyle
is an examplefor a typical western image composition.
As shown in Figure 2.6 it givesthe impressionof ertering
the space.This is becauseof the useof a perspective pro-
jection. Lines goinginto the distancewill intersectin a
vanishingpoint. A good exampleis the way leading from
the foregroundinto the badground. This leadsthe focus .

Tang Yin as an examplefor

of the viewer. )
B fth ¢ multiole vi ints in the Chi eastern perspective. Taken
ecauseof the useof multiple viewpoints in the Chi- ./ [Chio4)].

nese scroll relatively more image spaceis covered by
ground than in Pissarro'spainting.

After this comparisonit should be obvious that the use of multiple viewpoints and
projections can overcomethe limitations of a single projection. With multiple view-
points and the projection of the interesting parts of scenespbjects can be shovn more
emphasized.

Figure 2.5: Landsape by
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Figure 2.6: Entrance to the village of Voisins by Camille Pissarro as an example for
westernperspective. Taken from [Sta94.

2.2 Computer Graphics Fundamen tals

Computer Graphicsis the eld of Computer Sciencethat dealswith the creation and
manipulation of images,the ways of displaying them, soft- and hardware that is needed
to do this and much more. In this sectionthe fundamerials for this work are discussed.
It starts with a brief look on the processof creating an imagefrom 3D data and endsup
comparingdi erent kinds of planar geometricprojections.

2.2.1 The Rendering Pip eline

The processof creating an imagefrom some3D model data involvesdi erent stepsthat
are executedoneafter the other. This sequences often referredto asrenderingpipeline.
A basicrendering pipelineis shavn in Figure 2.7. Its stepsare the following:
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The input into the rendering processis the model data
including object geometry and object surface properties
sud as material and texture.

The geometrydata can be modi ed by a seriesof trans-
formations involving translations, rotations, scalings, and
shearings.

The camerais positioned and oriented by a seriesof
translations androtations. The conbination of modeltrans-

3d Model Data +
Surface Properties

Model
nsformation

Camera formations with cameratransformations determinesthe -
nsformation nal relative position and orientation of the model to the
camera.
The objects' colors are computed using their surface
Lighting Calculation properties and the light properties.

Optionally all non visible objects can be removed to re-
duce rendering costsin the following steps. This might be
Clipping done by testing the objects againstthe viewing volume.

The projection transformsthe model from the 3D space
— into a 2D plane.

Projection Finally the projected objects are drawn pixel by pixel
into the framebu er using the computed color information.
E.g. z-bu er information canbe usedto determinevisibility

Rasterization of objects in the resulting image.
The description above is very simpli ed. There are sev-
@ eral modi cations and extensiongo achieve di erent results

andto improve the performanceof the renderingprocess.A
moredetailed description of the singlestepsin the rendering
pipeline can be found in [FYDFH90Q].

In the caseof a 3D space,the previously mertioned
transformations as well as the projections are represeted by 4 4 matrices. This
is to compute the combination of any types of transformations by only using matrix
multiplications. The resulting transformation matrix is then multiplied to the vectors
represeting the verticesof the model.

The next sectiontakesa closerlook on planar geometricprojections, a very important
stepin the rendering pipeline for this work.

Figure 2.7: A simple six
stagerenderingpipeline.

2.2.2 Planar Geometric Pro jections

Analogical to a personusing a camerato take pictures of the real world it is possibleto
think of avirtual camerataking picturesin the virtual 3D world. The virtual camerahas
a position and orientation in the 3D world and usesa projection to createan imageof a
speci ¢ size. The position and orientation canbe modi ed by the cameratransformation.
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A projection is a mapping from a higher dimensionalspaceinto a lower dimensional
space.lt is de ned by a projection spaceand a set of projectors from this spaceinto the
world. Every point that is located on a speci ¢ projector is mapped onto the projector's
starting point (seeFigure 2.8). A planar geometricprojection is a projection from a 3D
into a 2D space.The projection spaceis a plane and the projectors are straight lines.

The projection usedby the camerais speci ed by a set of parametersdepending on
its type. The projection planeis locatedat a xed position relative to the camera. This
means,if the camerais transformedthe position and orientation of the projection plane
changeaswell.

As the size of the imageto be createdis limited by the output device(e.g. screen
resolution) only a small rectangularregionin the projection planeis actually used. The
projectors that intersect the rectangle de ne a viewing volume. Eadh object that is
located inside the viewing volume is potertially visible in the resulting image.

As given by the above de nition andillustrated in Figures2.8and 2.10,two di erent
points that are intersectedby the sameprojector are mapped onto the samepoint in
the projection plane. While mathematical correct it might becomea problem in CG:
considertwo (solid, nontransparert) objects are projected onto the sameareain the
projection plane. The object closerto the viewer shall be displayed. As the rendering
processis a sequencejt can happen, that the object further away from the viewer is
renderedlast, overwriting the projection of the closerobject. To eliminate this problems,
techniquesknown as hidden surfaceremoval can be used. A detailed discussionon HSR
can be found in [FYDFH9O].

Perspectiv e Pro jections

Traditionally planar geometric projections are grouped into two classesdepending on
the directions of the projectors.

Projectors

B

Projection

Ccop plane

Figure 2.8: Perspective projection: determined by the certer of projection (COP) in
which the projectors intersect.
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Perspective projections are planar geometric projections where all the projectors
intersectin one point, the so called certer of projection (seeFigure 2.8). The basisfor
the calculation of the projected point P{x%y%z% of a point P(x;y;z) is the similarity
of triangles. Given z° asthe distancefrom the COP to the projection plane, then x°and
y? computesasfollows: x°= % z%andy®= £ 2% Thereforethe sizeof the projection
of an object dependson the distanceof that object to the COP and the distanceof the
projection planeto the COP. The further an object is away from the COP the smallerits
projection is. If the projection plane is betweenthe object and the COP, the projection
of the object is smaller than the object. If the object is betweenthe projection plane
and the COP, the projection is biggerthan the object.

The rst caseresultsin arealistic view like a photography and revealsthe 3D nature
of an object. That is why perspective projections are usedfor preseration drawings of
architecture, industrial designand engineeringas well asin a computer games.On the
other hand it is not possibleto take accurate measuremets.

Usually the COP is located at a certered position behind the actual usedrectangle
of the projection plane. If it is moved out of the certer in a speci ¢ direction points that
are further away appear projected further in that direction. E.g. if the COP is moved
up, points that are further away are projected further up. Projections with the COP
moved up or down are discussedn [MCMWO1] asrecession projection.

A property of perspective projectionsis the existenceof oneor morevanishingpoints.
A vanishing point is located on an axis of the object's coordinate system. Lines that
are parallel to the axis intersectin that point. There can be only one vanishing point
for ead axis, and the axis needsto intersect the projection plane. Depending on the
number of vanishing points a perspective projection is also called one-point, two-point,
or three-point perspective. Thesethree typesareillustrated in Figure 2.9.

The viewing volume for perspective projections is a (in nite) pyramid. If the COP
is not at a certered position the pyramid is oblique. To introducea eld of view (e.g.,to
avoid objects that are located betweenthe projection plane and the COP), this volume
can be truncated resulting in a frustum. The projection matrix for the perspective
projection is de ned by

wn
X

I::'persp

I
MOOO N
oo o
coo¥ o

N

I © O O
o

R OOO
O~NNKN

Sx; Sy; S, are the scaling factors for the x;y;z componerts of a vertex, and d is the
distance betweenthe projection plane and the COP. P is de ned aslongasd 6 O.

The projection matrix for the perspective projection with atruncated viewing volume
is de ned by
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Figure 2.9: One, two, or three vanishing points, depending on the number of axesinter-
sectingthe projection plane.

22 NXR L) 0 (R+L)=R L) 0 3
5 _E 0 2 NXT B) (T+B)XT B) 0
fr= 0 0 (F+N)XF N) 2 F N=F N)
0 0 1 0

L is the shortest distance of the viewing volume's left plane to the z-axis of the
camera'scoordinate system, R is the shortest distance of the viewing volume's right
planeto that z-axis, B is the shortestdistanceof the viewing volume's bottom plane to
the camera'sz-axis, T is the shortest distance of the viewing volume'stop planeto the
camera'sz-axis, N is the distance of the viewing volume's front plane to the camera,
and F is the distance of the viewing volume's badk plane to the camera. P;, is de ned
aslongasL 6 R,B6 T andN 6 F.
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Parallel Pro jections

Parallel projections are planar geometricprojections whereall the projectors are parallel
to eat other. The direction of projection or the angle betweenthe projectors and the
projection plane leadsto further subclassing.All parallel projections have the following
properties in common: anglesbetweenlines that are located on a plane that is parallel
to the projection plane remain in the projected image; the projection of any pair of
parallel linesis alsoparallel; parallel lines not parallel to the projection plane are equally
foreshortened;as long as no scalingis applied to the projection, the distance between
two points on a plane parallel to the projection planeis the sameasthe distancebetween
the projection of those points.

Projectors

Projection
plane

Figure 2.10: Parallel projection: determinedby direction of projection (DOP). Projectors
are parallel to eat other.

Orthographic  Pro jection

The orthographic projection is a parallel projection with the projectors perpendicular
to the projection plane. Predicting a coordinate systemwith its origin in the projection
planeandits z-axisperpendicularto the plane ( the projectorsare parallel to the z-axis),
the projection of a point in this coordinate systemresultsfrom removing the z-coordinate
of that point.

The properties of parallel projections allow accurate measuremets. Therefore the
orthographic projection is usedfor engineeringdrawings of products (like madine parts,
furniture, etc.) and architectural drawings. Especially for the rst application a multi
projection is common. This multi projection providesthree separatedviewsof the model,
shawing its front, side and top surface. As shown in Figure 2.11 many 3D modeling
software tools like Maya alsoprovide this option. The usercan manipulate the scenen
eat of thoseviews. Information regarding positions can be read more accurately from
parallel projected views than from perspective views.
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On the other hand the orthographic projection does not provide a realistic view,
especially depth information getslost. It doesnot provide a senseof the 3D character
of an object. The viewing volume of this projection is a box with in nite extensionin
positive and negative z-direction. There is alsoa truncated versionwith clipping planes
making it a closedvolume, de ning a eld of view.

The projection matrix for the orthographic projection is de ned by

3

P

2
Portho = g

ocooo
oo¥ o
oooo
~OoOoOo
O~

with s,;s, asthe scalingfactors for the x; y componerts of a vertex. A value s, for
scalingthe appropriate z coordinate is not needed,asthe z componert is lost during the
projection. Side, top or any other views of the scenecan be achieved by changing the
camera'srelative position and orientation towards the model.

Figure 2.11: Many modeling software tools provide multiple views of a scene.

The projection matrix for the orthographic projection with a truncated viewing vol-
ume is de ned by
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2 2=(R L) 0 0 (R+L)=(R L) 3
- E 0 25T B) 0 (T+B)XT B) z
box = 0 0 2=(F N) (F+N)=F N)

0 0 0 1

The meaningof the parametersL; R;B; T;N; and F is the sameasfor P;,. Oy IS
de ned aslongasL 6 R,B6 T andN 6 F.

Axonometric  Pro jection

Figure 2.12: An example for a trimetric projection. Screenshottaken from [Int98],
modi ed.

The axonometric projection is a special caseof for the orthographic projection. The
goal is to shov as many surfacesof an object as possible. For a cube there would be
three surfaces(using a parallel projection). To adhieve this goal, the projection planeis
rotated (the projectors remain orthogonalto the plane). Sud an arranging can be done
with a cameratransformation, becausehe position of the projection planeis relative to
the cameraas previously mertioned.

Depending on the rotation of the projection plane the anglesbetweenthe projected
principal axesof the model vary resulting in speci ¢ scaleratios alongtheseaxes. These
anglesand ratios leadto the following classi cation: An axonometricprojection is called
isometric, if all three anglesbetweenthe projected principal axisare equal(120 ). In this
casethe samescaleratio appliesto eadh axis. It is called dimetric, if two of the angles
are equal. Then the scaleratio along two axesis the same. The projection is called
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trimetric, if all anglesand scaleratios are di erent. The isometric projection illustrates

the 3D nature of an object and makesit unnecessaryo usea multi projection while still

allowing accuratemeasuremets. Howeer, it is more useful for rectangular shapesthan

for curved ones. Isometric projections are usedfor catalog illustrations and structural

design. Axonometric projections are usedin strategic and role playing computer games,
where a lot of architecture can be found. In Fallout 2 [Int98], for example,a trimetric

projection is used(seeFigure 2.12).

Oblique Pro jection

-

Figure 2.13: An examplefor a cabinet perspective. The length of lines perpendicular to
the projection planeis reducedby a half in the projected image.

The oblique projection is a parallel projection with the projectors not perpendicular
to the projection plane. It is de ned by

2 sy, 0 cos =tan s, O 3
_6 0 sy, sin =tan s, O
Poblique - O O O O
0 O 0 1

where is the angle betweenthe projectors and the projection plane, is the angle
de ning the slope of the projection of linesthat are perpendicularto the projection plane,
and sy,;sy; s, are the scaling factors for the x;y;z componerts of a vertex. The value
for determinesa factor s, by which the linesthat are perpendicularto the projection
plane are scaledin the projected image. Typical valuesfor are 30 or 45.

Two quite commontypesof the oblique projections are the cavalier perspective and
the cabinet perspective. For the cavalier perspective = 450 resultsin a scalefactor
S, = 1:.0. For the cabinet perspective = 634 resultsin a scalefactor s, = 0:5. An
examplefor a cabinet perspective is givenin Figure 2.13. Besidethe other properties of
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parallel projections the knowledgeabout s, allows accuratemeasuremets in an oblique
projected image. That is why theseprojections are usedfor technical illustrations.

The stacking projection, introducedin [MCMWO1], is another type of the oblique
projection. For this type the angle is xed to 90.0. Points that are further bad
appear further up in the projection, depending on their distanceto the cameraand the
angle

The viewing volume for oblique projectionsis a (in nite) parallelepiped.
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Chapter 3

Related W ork

In the following somework that hasbeendonein regardsto the creation of multi projec-
tion images,the simulation of easternperspective, and the simulation of Chinesedrawing
styles will be introduced.

3.1 Multiple Pro jections

Figure 3.1: Replication of Giorgio de Chirico's The Mystery and Melancholyof a Street.
Taken from [AZMOO].

Agrawala et al. [AZMO0O] deviseda systemthat allows di erent parts of a sceneto
be renderedwith di erent camerasand then composedinto a singleimage, called multi
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projection. This processmimics art createdby Cubist and Surrealist painters sud as
Picassoand Dali. Figure 3.1 shows a replication of Giorgio de Chirico's The Mystery
and Melancholyof a Street donewith their system. They attach ewery object in a scene
to oneof many cameras.Eac camerarendersthe objects to which it is attached, then

the imagesare layeredtogether basedon ordering provided by a "master" camera. This

allows the master camerato determine the global ordering of objects, while the other

camerasdetermine local orderingsand perspectives.

The systemby Agrawala et al. works quite similar to the application introducedin
this thesis. Both systemscreate layers for eady camerawhich are then composedinto
oneimage.

In [Sin02] Singh usesmultiple projections to create a non-linear perspective projec-
tion. Multiple camerasare aimed at di erent parts of a scene. For eat point of the
scenea weight vector is calculated,indicating the in uence of ead cameraon that point.
Therely, points that are closeto the focal point or viewing direction of a cameraare
in uenced mostly by this particular camera. A speci c point is then projected using
a projection which results from the averageof all speci ed projections weighted by the
weight vector for that point. Figure 3.2 cortrasts the perspective projection with the
non-linear perspective projection. The secondone can be usedto emphasizecertain
featuresof a model.

Figure 3.2: Singlelinear perspective projection (left), and non-linear perspective projec-
tion asthe combination of three cameras:oneon the left side,oneon the right side,and
one emphasizingthe nose. Taken from [Sin02].

3.2 Eastern Perspective

Mason et al. introduce a system[MCMWO01] that allows an artist to model a scenein
the style of Japaneseseigaihawith the help of Al methods and renderit using di erent
typesof projections. During the modeling proces2D objectsrepresetting mountains and
wavesare placedparallel to the imageplanein the 3D space.The stackingand recession
projections introduced by the authors take the distance of an object to the projection
planeinto accour and usethis distanceto modify the position of the projected object in
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the imageasshawvn in Figure 3.3. This canbe usedto put objectsthat are further badk
from the projection plane further up in the image. Their approad producesnice results
for 2D objectsin a 3D environmert. But it cannot be directly adoptedto 3D objects in
a 3D space.Using their projections for 3D objects would not stadk the completeobject
but ead singlevertex. Thus the top surfacewould become(more) visible than desired.

Figure 3.3: An examplefor a sceneprojected with the stacking projection. Taken from
[MCMWOL1].

In [FCLO3] Farbiz et al. descrike an algorithm which cornverts photos into images
that look like Asian art. In the rst step the objects of the input image are segmeted
using image processingiechniques. After this previously occludedobject parts are lled
using fuzzy averaging methods. The objects are then renderedin an Asian style using
brush strokes. Finally the rendered objects are redistributed creating vertical gaps.
Figure 3.4 illustrates this process.Similar to the work by Mason et al. [MCMWO0L1] the
idea of further badk meansfurther up is addressed.But this is only one of the many
conceptsfor the composition of ChineseLandscape Paintings. On the other hand this
work givesan impressionof the combination of simulating composition techniquesand
drawing techniques. Combining both createsmore pleasingand authertic results than
simulating only one.

Figure 3.4: The stepsfor corverting photosinto drawings. Taken from [FCLO3].
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Figure 3.5: Mountains displayed using hemp- ber strokes. Taken from [WSO01].

3.3 Simulation of Chinese Drawing Styles

Hemp- ber and axe-cut are two major typesof texture strokesusedfor painting rocks
in ChineseLandscape Painting. Way and Shih presen methods for syrthesizing these
on the computer [WSO01]. They simulate the motion of a brush aswell asink e ects on
paper. A userhasto specify the contour of a mourntain and then to apply the texture
strokes. The strokes can be varied by a wide range of parametersdescribingthe brush
and ink properties. Figure 3.5 givesan examplefor mountains displayed usinghemp- ber
strokes.

Trees are another important feature in Chinese
Landscape Painting. The automatic generation of
textures for 3D polygonalmodelsof treesis the topic
of [WLSO02]. To create the outline of the tree the
model's silhouette is computeddepending on the po-
sition of the viewer. The silhouette is then usedto
createpaths around the model which aredrawn using
userde ned brush strokes. To createthe texture for
the bark di erent referencamaps,sud asdepth map,
normal map and curvature map are computed. This
information is then usedto determinethe density for
the placing of brush strokes. It can be varied by the
userto simulate di erent drawing styles aswell.

Combining methods for the simulation of drawing
styles with multi projection imageswould allow to
create more authertic images. A rst step in this

direction was already donein [FCLO3]. Figure 3.6: Polygon model of

tree textured with an automatic
generated brush stroke texture.
Taken from [WLS02].
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Chapter 4

Requiremen ts and Conception

In this chapter a conceptionfor an application for the creation of multi projection images
is derived. Starting from the basicrequiremerts a renderingpipeline for multi projection
imagesis introduced. Furthermore algorithms for modifying projections are explained.
Finally a conceptfor the basicapplication layout is given.

4.1 Basic Requiremen ts

The goal of this work is to implemert a software that allows a userto create multi
projection imagesfrom a given 3D scene.Di erent typesof planar geometricprojections
shall be integrated and interaction methods for working and adjusting this projections
shall be provided. The inspiration for this work are ChineseLandscape Paintings with
their multiple projections and viewpoints in a singleimage.

Out of it the following aspects have to be addressed:

A modi ed renderingpipeline hasto be designedand implemerted sincethe tradi-
tional one only supports the useof a single projection at a particular time. Beside
the commonly provided perspective and orthogonal projections, the oblique pro-
jection needsto be provided.

Giving the userfull cortrol over parametersof the projectionsis a major demand.
An appropriate userinterface needsto be designedand implemerted.

Interactivity is a requiremern that goes along with the requirement of cortrol.
This meansthe user should get immediate feedba& on actions that have been
donefor modifying the scene.The cortrol medanismsshould be simple, intuitiv e
and meaningful.

Finally the usershouldbe ableto save the resulting scenecomposition. Besidethe
ability to createscreenshot®f the renderedimages,the settingsfor the creation of
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a particular image should be storable. This allows to reproducea particular e ect
aswell asto usethesesettingsasinput for the program.

4.2 A Rendering Pipeline for Multi Pro jection

Images
1) 3d Model Data + Assigning Objects
Surface Properties to Scene Parts
|
2) Model
nsformation
Scene Partl [— - Scene Part n
3)
Camera Camera
nsformation nsformation
Lighting Calculation Lighting Calculation
Clipping Clipping
Projection Projection
Projection Modifiers Projection Modifiers
Rasterization Rasterization

Figure 4.1: A rendering pipeline for multi projection images.

From the analysisof ChineseLandscape Paintings in Section2.1it becomesapparert
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that the areasthat are projectedin di erent ways canbe treated asdi erent layers. The
attempt to simulate this leadsto a new renderingpipeline, illustrated in Figure 4.1

1. The input for the pipelineis the usualmodel data: geometryinformation aswell as
surfacedata sut asmaterial and texture. Furthermore eat object is assignedo a
speci ¢ scenepart. A scenepart is a subsetof the model. In the following process
ead scenepart canbedi erent from the others. If there is only onescenepart, the
rendering processis basically similar to the classicrendering pipeline introduced
in Section2.2.1.

2. Comparableto the standard renderingprocessmodel transformations sud asscal-
ings can be applied.

3. After this all sceneparts will be processedsequenally:

The camera'sposition and orientation for the actual scenepart is applied.

Then the lighting calculations using the object's surfaceproperties are per-
formed.

Optionally all non visible objects can be removed to reducerendering costs
in the following steps. This could be done by testing the objects againstthe
viewing volume.

The accordingprojection for the scenepart is applied.

After the actual projection modi ers canbe appliedto changethe projection’'s
position in the nal image. Sud modi ers are discussedn section4.4.1and
in section4.4.2.

The result is drawn into the framebu er.

4. The result of this processis a multi projection image.

4.3 Image Comp osition

In the previously descriked rendering processan image is createdfor eah part of the
scene. Theseimagesare then placed over ead other, creating the nal image. As the
layers are independernt from ead other the idea of the painters algorithm [FVYDFH9(Q]
can be usedto resole the visibility amongthem. The painters algorithm is a simple
HSR technique to resolw visibility amongobjects of a scene:the objects are sorted by
depth and are then drawn from badk to front. Occludedparts of objects that are further
away are overdrawn by closerobjects.

For the sceneparts that means,thosethat should appear further away are painted
rst and closeronesare drawn in front of them. To resole the visibility among the
objects of a scenepart z-bu ering seemgo be appropriate.
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Figure 4.2 givesan examplefor the creation of a multi projection image: the scene
is displayed using two camerasat di erent positions. Each cameraonly projects the
objects that are assignedto its scenepart. The rst scenepart consistsof a pyramid
that is showvn from the front. The two cubesin front of it are projected by the other
camerawhich is viewing down on them from a higher position. The two resulting images
are drawn over ead other starting with scenepart 1, the badkground object.

Scene part S2

‘ Result image

Scene part S1

L]

Figure 4.2: Image composedof two sceneparts using di erent viewpoints.

But to be able to createa multi projection imagethat way it is rst necessaryto
divide a sceneinto sceneparts, to assignobjects to them, and to specify camerasettings
and projections for them. Thereforeit is necessaryto be able to:

Create new sceneparts.

Assign objects to a scenepart. It might be possibleto choosethe objects that

should belongto a scenefrom a list naming all the scene'sobjects. But it seems
to be more intuitiv e to selectthe object from a graphical represetation of the

scene. Selectingsingle objects can be done by picking. Groups of objects can be

selectedusing rubberbanding. Objects that are assignedto one scenepart should
be removed from all others.

Specify cameratransformations and a projection for a scenepart.

Creating an order amongthe sceneparts. As alreadymertioned, the orderin which
the sceneparts are renderedhasa hugein uence on the resulting image.

Remove objectsfrom ascenepart. It might be desiredto completelyremove objects
from the image. As for assigningobjects the methods of picking or rubberbanding
can be used.

Delete sceneparts. Unusedsceneparts should be deletedto keepthe list concise.
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4.4 Pro jection Mo diers

In the following two techniquesto modify the x any y position of a scenepart in the
resulting imageare preseited. They have no in uence on the ordering of the sceneparts.

4.4.1 Post Pro jection Shifts

An essetial aspectisto allow the userto modify the position of a scenepart's projection
in the image. For someparallel projections this could be done by changing the camera
position. Howewer, for perspective projections sud a change would also change the
shape of the projected objects. Figure 4.3 illustrates how the position of the cameracan
in uence the shape of the projected object.

The imageillustrates the setting for projecting a cube using a perspective projection.
On the left sidethe cube is located closeto the upper side of the viewing volume. Thus
its projection is located in the upper part of the projection plane, shaving three of its
faces. If the projection should be brought in another position on the projection plane
usinga cameratransformation, this will resultin a changeof the shape of the projection.
The right side of Figure 4.3 shows that after translating the camerain a way that the
object is in the certer of the viewing volume, alsoits projection is in the certer of the
projection plane. But only one surfaceremainsvisible.

Camera Transformation (translating
e

Figure 4.3: Using cameratransformations to adjust the position of an object in the
image canresult in a changeof the shape of the projected object.

To circumvert this problem translations can be applied after the projection moving
the projected object on the projection plane. Thesepost projection shifts can be applied
in x- and y-direction in the projection plane, as illustrated in Figure 4.4: rather than
using a cameratransformation, a translation is applied after the projection to move the
projection of the object on the projection plane. Thus the shape of the projected object
remainsunchanged(right).
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The modi ed projectionP? of a point P computesasP°= T,, Pro CT MT P,
With M T asthe model transformation, CT asthe cameratransformation, Pro asthe
projection, and T,, asthe post projection shift given astranslation in x andy.

Post projection shift

(translation on the
projection plane)

»
Y
!
v
......
SemaaY
[
'

Figure 4.4: Using a post projection shift to adjust the position of an object in the image
presenesthe shape of the projected object.

4.4.2 Dependencies between Scene Parts

An attempt for automatically positioning sceneparts in the imageis to create depen-
denciesbetweenthem. Assuminga (imaginary) ground plane on which the objects are
located, this plane would usually be disrupted for sceneparts using di erent viewpoints
or projections. Unwanted gapsor overlappingswould occur betweensceneparts in the
composedimageasillustrated in Figure 4.5(a).

An intuitiv e approad to circumvert this is to virtually divide the planewhile making
surethat the two parts remain connected.Discortinuities resulting from di erent types
of projections or from di erent viewpoints causedby camerarotations around the x-axis
canbe soled asillustrated in Figure 4.5: assumingtwo sceneparts S; and S, there S; is
a badkground scenepart that should be alignedto the foregroundscenepart S,. At rst
the furthest point P of S, is determined. Then P is projected using the projection of S;
resulting in a point A. Projecting P usingthe projection of S, resultsin point B. If the
projected imagesof S; and S, are put together without any modi cations the points A
and B are at di erent positions (seeFigure 4.5(a)). Applying the y-distanced between
the two points as a translation to the projection of S; removesthis discortinuity in the
result image (seeFigure 4.5(b)).

As previoussceneparts could have e ected S, thesea ects needbetakeninto accourt
also. Thus a cascadingin uence of closersceneparts to further onesis created.

The idea only works properly if the involved camerasare rotated just around the
x-axis. Further rotations would result in discortinuities that cannot be solved clearly:
assumingtwo sceneparts projectedin the sameway, but with onecamerarotated around
its z-axis. Therehy the planescrossead other in the imageleaving gapsbetweeneadt
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Unmodified
result image

Scene part S1  Scene part S2

Modified
b) A ?dA E = A, B| resultimage
A : = =

Figure 4.5: Image composedof two sceneparts using di erent viewpoints. Composed
without modi cation (a) and with dependencybetweenthe sceneparts (b).

other as shown in Figure 4.6. Translating one projected part in y-direction would only
make one gap smaller and the other one bigger.

The furthest point P in S, needsonly to be determined, if an object is added or
removed to the scenepart. The dependencybetweentwo sceneparts only needsto be
updated, if the cameratransformation or projection of one scenepart is changed.

To introduce gapsor overlappingsbetweensceneparts for artistic reasons,t should
be possibleto combine post projection shifts with the cascadinge ect asalready incor-
porated into the algorithm. Using the sameideas,a dependencyof the foregroundscene
part to the lower imageborder can be created,to align that scenepart at the bottom of
the image.
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Figure 4.6: Rotating onecameraaround the z-axiscreatesgapsbetweenthe (imaginary)
ground planes.

4.5 Picking in Multi Pro jection Images

The mostintuitiv e way to createand apply a post projection shift for a scenepart would
be to selectan object of the scenepart in the result image and move it to the desired
position. The shifting could then be calculated from the di erence betweenthe initial

mouseposition and the nal mouseposition transformed from the screenspaceinto the
object space.To be ableto do this picking in a multi projection imageis necessaryThe
following algorithm shaws, how this can be done:

Input: Mouseposition
Output: O, list of objects at this mouseposition
H, array of number of hits for ead scenepart

begin

ToeL

3 i i

—h

or I:

#( sceneparts) to 1 do
0

foreach object of scenepart i
if object is hit by mouse
O := O+ ff objectid; objectinf ormationgg
/I object information sud asthe depth of the hit occurrence
m:=m+1
endif
endforeac h
H:=H+fmg
endfor
end

As illustrated in Figure 4.7 it is easyto get a fast correlation betweenan object and a
scenepart. By using the information from the list H it is alsoeasyto nd the objects
that werehit for a speci ¢ scenepart in list O. In terms of sceneparts the list O is sorted
by depth starting with the closestscenepart. If more than one hit occurredfor a scene
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part the depth information about the objects can be usedto createan order amongthe
objects of that scenepart.

O ID | Data ID | Data ID | Data ID | Data
H 2 0 1 1

0 1 2 n-1  (listindices)

n 3 2 1 (scene part)

Figure 4.7: The correlation of the list O cortaining the objects and the array H with the
number of hits that occurred for the sceneparts.

In caseof applying a post projection shift to a scenepart by selectingan object and
moving it, the algorithm can be stopped as soon asthe rst object hit was found. The
actual value of i namesthe accordan scenepart. As closersceneparts are drawn in
front of further sceneparts the algorithm starts to test the closersceneparts rst. Thus
the rst hit that occursthen belongsto an actual visible object.

4.6 Object Stacking

As already mertioned the conceptof putting objectsthat are further badk further up in
the imageis quite commonto expressdepth. The imageshown in Figure 4.8is an example
for objects that are put higher the further away they are. All those hills, mountains,
and islesare seenfrom the front, their top surfaceis not shavn. In [MCMWO01] Mason
et al. introducethe stacking and recession projections to mimic sud e ects. As these
projections create nice results for 2D objects that are placed parallel to the projection
plane they are not appropriate to createan e ect sud asin Figure 4.8 with 3D objects.
For 3D objects the stacking and recessionprojections would also shawv the top surfaces.

To avoid this the staking e ect needsto be applied to objects only and not to eadt
vertex asthe projections mertioned above do. The following algorithm createsa simple
object stacking e ect for a scenepart:

Input : Scenepart S
i, interpolation coe cien t
S, stacking coe cien't
Output:

begin
foreach object of S
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Figure 4.8: Wen Chia's Lands@pe in the Spirit of Versesby Tu Fu as an examplefor
object stacking. Taken from [Cah77.

compute closestpoint A and furthest point B of the object
project object
translate projected object in y-direction by (B, A;) i+ A,) s
draw transformed object
endforeac h
end

It seemdo be mostintuitiv eto useaninterpolation coe cient i = 0or in other words
to usethe front of an object to determinethe amourt of stadking. Dependingon the type
of model the algorithm can produce undesiredresults: e.g. if a smaller object is placed
in the middle on top of a larger object touching that, it will appear ying over the bigger
object after the projections. This resultsif ead object is treated independerly. To solve
the problem either hierarchical modelsmight be useful or the stadking might be applied
on sceneparts and not on objects of one scenepart. Both solutions could require higher
e orts either in the modeling processor in the image composition processcreating the
sceneparts. A further problem is to adopt the previously discussedconceptof picking
and scenepart dependenciedo the object stadking. During the implemertation only the
simplest version of object staking was realizedto demonstratethe basicidea. Neither
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picking nor an integration into the dependencyconceptwere implemerted, due to the
poorly conceied state.

4.7 A Concept for a User Interface

The previously discussedaspectsyield that the application to be implemerted will have
three main groups of componerts. First of all an areato presen the render results is
needed. In this componert the user should be able to rearrangethe projected scene
parts by interactively applying post projection shifts. Secondlymanual cortrols should
be provided which allow the managemen of a list of sceneparts and the settings of an
individual scenepart. The cameraand projection parametersaswell asthe settings for
the introducedalgorithms belongto this. Finally a separateview of the sceneshould be
provided, in which the userinteractively can assignobjects to sceneparts and cortrol
the cameraand projection settings.

As shown in Figure 4.9 three possibilities for placing thesegroups of componerts in
an application exist:

In a Single Window Application eath componert would be embeddedin the ap-
plication's main window. The advantage of this is to have all componerts visible
all the time. But on the other hand it limits the sizefor the visual feedbak as
all componerts have to sharethe samescreen. Making the componerts resizable
would reducethis problem, but it would not eliminate it.

In a Multi Document Interface Application would be again only one main applica-
tion window. Inside this main window seeral subwindows can be placed. These
windows can be put at any position inside the main window. They can be resized
as well as be displayed in full size. This allows a userto have all desired com-
ponerts visible at a desiredsize. If necessaryor desired one componert can be
displayed in full size. Thesefeature make a MDI application more exible than a
singlewindow application.

In a Multi Window Application ead group of componerts is placedin a separate
window. Comparableto the MDI application, ead window is fully resizeable.For
workstations with more than one monitor it addssomeadditional exibilit y asthe
lessused windows can be placed on an auxiliary monitor. In cortrast to using
dialogsfor the cortrols, the usageof independent windows is more exible (e.g. a
window createsan own taskbar entry which allows easyaccessing).

As ead of the componert groupswill consumea relevant amourt of spacea multi
window application is most appropriate. It providesthe highestamourt of freedomfor
arranging the windows on one or more screens.
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Single Window Application Multi Document Interface Application
A - Render area for the results, B - Manual controls, C- Interactive controls
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Figure 4.9: Three possibilities for the componert layout.
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Chapter 5

Implemen tation

Based on the conception given in the previous chapter an application called MPI-
Builder wasimplemerted. In the rst sectionof this chapter the resourceghat were
usedfor the implementation are introduced. After that someauxiliary classeghe appli-
cation is basedon are explained. The application itself is discussedy its three main com-
ponerts: the Main Window, the ScenePart Settings Window, the SceneView Window.
At the end of the chapter di erent result pictures createdwith the MPI-Builder  are
preseted.

5.1 Resources

The generalcoding of the program was donein the C++ programming language. The
graphical rendering was implemerted in OpenGL , and the user interface was realized
using Tr oll tech 's Qt API. In the following thesethree tools are introducedshortly:

C++ was chosenas programming languagefor the project. This object-oriented
languageis the standardfor creating high-performanceapplications. C and Assem-
bly sourcecode can easilybe integratedinto C++ code allowing even direct access
to hardware. Many APIs are available extending the basic functionality provided
by the language. Besidessomerestrictions, C++ sourcecode can be compiledon
marny platforms. For a project of this sizetheserestrictions barely apply.

OpenGL is the software interface to graphics hardware for deweloping portable,
interactive 2D and 3D graphics applications. It is designedas a state madine
consistingof about 150distinct commandsthat are usedto specify the objects and
operations. The programmer can use theseroutines to manipulate the state ma-
chine to generatethe desiredgraphicsoutput. Furthermore OpenGL is designed
as a hardware-independen interface to be implemerted on many di erent hard-
ware platforms. To adiieve thesequalities, no commandsfor performingwindowing
tasks or obtaining userinput are included in OpenGL [WNDS99].
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Sinceits introduction in 1992, 0penGL has becomethe industry's most widely
usedand supported 2D and 3D graphicsAPI.

For the implemertation of the user interface Tr oll tech 's [Tro04] application
framework Qt was chosen. It is written in C++ and completely object-oriented
and intuitive. Qt provides a huge set of widgets. These are componerts (e.g.
windows or buttons) for the creation of a userinterface. Existing widgets can be
extended easily by subclassing. New implemerted widgets can be integrated as
well. The framework also supports the usageof OpenGL by providing widgets
that allow the displaying of OpenGL corntext. BesidethesepropertiesQt alsopro-
videsadditional functionality, particularly the functions for imagehandling turned
out to be useful. Finally the sameQt sourcecode can be compiled on Windows,
Linux/Unix, Mac OS X, and enbeddedLinux creating native code on ead plat-
form.

The communication between Qt objects works di erent then in other GUI tool
kits. Those use callbadks for eat action that can be triggered. These callbaks
are pointers to functions. In Qt the comnunication is doneby a signal/slot med-
anism: a signal is emitted by an object whenits state changes. A signal will be
received by all slotsits connectedto. A slot is just a normal memnber function with
the capability to receiwe signals. Both, signalsand slots, can take any number of
argumerts of any type.

The coaction of the three componerts, the capability to createhigh-performart soft-
ware with them, and the possibility to write sourcecode which compileson di erent
platforms lead to the decisionto usethem. During the implemertation Windows aswell
asLinux were used,resulting in sourcecode that can be compiledon both platforms.

5.2 Base Classes

5.2.1 3D Input

For loading 3D model data into the program, Alias Wavefr ont 's object le format
OBJ with the asseiated material le format MTL was chosen.On the one hand source
code for loading those les is available, on the other hand OBJ les may be createdand
exproted by using Maya. Finally both formats cortain ASCII text, that would allow
to easily modify the les if this would becomenecessaryThe OBJ/MTL loaderusedin
the MPI-Builder is basedon the sourcecode of Nate Robiris GLM library [Rob97].

An OBJ model consistsof seweral groups. One material is assaiated with ead
group. Ead group is composedof triangles. The loader assignsa unique object id to
eah group to allow the selectionof objects. Eadh group and material is stored in a
separateOpenGL display list, which allows e cient rendering and displaying of the
objects.



Chapter 5. Implement ation 37

5.2.2 Scene Part

The classMPIBSceneP art is the most important data structure for the application.
An array of boolean valuesis usedto indicate, which objects of the model belongto
it. The classstoresthe camera'sposition and orientation- The projection is managed
in a separatedobject, which can be accessedising a pointer storedin the classMPIB-
ScenePart. Theseinformation is necessaryfor the basic rendering process. The pa-
rametersfor the additional algorithms is stored aswell in this class.

5.2.3 Pro jections

In the application a projection is represeted by two classes.The rst one cortains the

projection matrix, a nameto identify its type, and a set of parameters. The classis
responsiblefor calculating its projection matrix basedon its parameters. Furthermore it

provides functions for drawing an appropriate viewing volume (that is usedin the Scene
View Window) and to react on interactions on the viewing volume. The secondclass
provides a widget that allows the userto accesghe projection's parameters.

The following projections were implemerted:

MPIBPr ojection is the baseclassfor all other projections, providing the inter-
facefor accessing projection from the other classe®f the application. It doesnot
have any parametersbesidethe projection matrix and a name. It can be selected
to be the projection of a scenepart. The valuesfor its projection matrix canthen
directly be edited in the ScenePart Settings Window.

MPIBPerspective  and MPIBPerspectiveClipping implemern the perspec-
tive projection given by the matrices Ppersp and Ps,. The secondoneis similar to
the matrix that would be createdwith OpenGL 's function glFustum.

MPIBOr thographic and MPIBOr thographicClipping implement the or-
thogonal projection given by the matrices P and Ppox i. The secondone is
similar to the matrix that would be createdwith OpenGL 's function glOrtho.

MPIBObliqgue implemerts the oblique projection given by the matrix Popjque-

Although the stading projection is an oblique projection and the recessiorprojec-
tion is a perspective projection they are implemerted in the classesMPIBSt ack-
ing and MPIBRecession . Both usethe conceptof a staking coe cient rather
than anglesto createthe stadking e ect asdescrited in [MCMWOL].

An axonometric projection was not implemerted as the rotation of the projection
plane can be achieved easily by rotating the camera.
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5.2.4 QExtNum berEdit

Qt providesthe widget QLineEdit , which displays a single line of text which can be
editedby a user. To achieve somefurther desirableoptionsthe classQExtNumberEdit
which inherits from QLineEdit wasimplemerted. This widget hasthe look of its base
class,but is designedfor the input of oating point numbersonly. To avoid the input
of illegal datatypesthe classusesa validator which declinesany wrong input sud as
charactersthat aretypedin by mistake. Furthermore the widget allows a userto quickly
modify the actual value using hotkeys. The arrow-keys Up and Down can be usedto
in- or decremen the value by a small amourt, the keys PageUpand PageDownadd or
remove a higher amourt. Thesevaluescan be set by the programmeraccordingto the
application's needs.Finally alower and upper boundary canbe setwhich the valuecan't
pass. Two typesof behavior canbe speci ed to react on the crossingof sud a boundary.
Either the value can be resetto a speci ¢ value depending on the boundary, or a new
value can be computed, adding the di erence of the value and the crossedboundary
to the opposite boundary until there is no more violation of a boundary. The second
possibility is especially useful for the input of angles.

5.3 Main Windo w

The application's Main Window contains a MPIBGL Widget which is derived from
Qt's QGLWidget . The MPIBGL Widget implemeris the rendering pipeline and
algorithms introduced in Chapter 4. The classstoresinformation about the scenein
a list of sceneparts. The cortent of that list is the input into the rendering process.
The widget is alsoresponsiblefor displaying the createdgraphicscorntext. By usingthe
picking algorithm for multi projection imagesit is possibleto interactively apply post
projection shifts.

Furthermore the Main Window provides a merubar, that allows a userto accesghe
functions descriked belowv. The most important of thesefunctions can also be accessed
by hotkeys:

The Load Model option (also accessiblausing F1) opensa le dialogin which the
usercan specify an OBJ model to be loaded. The newloadedmodel will be scaled,
sothat it ts into the unit cube, and the completemodel s visible in the beginning.
Loading a new model resetsthe list of sceneparts to corntain only one scenepart
with default settings, cortaining all objects of the scene.

Load MPI Sane (also accessiblausing F2) opensa le dialog which allows a user
to load a .bss le. A .bss le referencesan OBJ le and species scenepart
settings. In the previewwindow of the le dialog the related screenshoto the .bss
le can be displayed, to help the user browsing through the les (seeFigure 5.2).
The actual parsing and the creation of the datastructures is done by the class
MPIBGL Widget .
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Figure 5.1: The Main Window cortains the renderareaand providesa merubar.

The option SaveMPI Sceene (also accessibleusing F3) readsthe framebu er for
the MPIBGL Widget and savesit ashitmap. Additionally the scenepart settings
that were usedto createthis particular imageare saved asa .bss le.

Both les are stored in a folder which was created at the start of the program,
cortaining the date and time of the creationin its name. The les themsehesare
namedlike "snapshot001.*" with increasingnumbers.

Using SaveMPI Sane As (also accessiblausing F4) opensa le dialog in which
the useris able to specify a folder and le name,for the screenshotand .bss le.

The option Control Windows (also accessibleusing F5) opens the ScenePart
Settings Window and the SceneView Window which are explainedin the next
sections.
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Sale Model opensa dialog which allows the userto scalethe model to the desired
size.

Information about the model (sudh asthe number of objects, the number of ver-
tices, etc.) and the program can be displayed.

Finally the program can be closedusing the Quit function, or the closebutton of
the window.

Figure 5.2: File dialog for loading .bss les. A preview generatedfrom the according
bitmap for the selected le is shown.

5.4 Scene Part Settings Windo w

Figure 5.3 shows a screenshotof the SceneSettings Window. Its componerts are de-
scribed belonv. As widget for the input of oating point valuesthe class QExtNum-
berEdit wasused.

In the ScenePart sectionin the upper left corner a list displays the namesof all

sceneparts that werecreated. By selectingan ertry in the list, the accordingscene
part becomesactive. Its settings are displayed in the other widgets of the window

and can be changedthere. The currertly active scenepart is always highlighted in

the list.

A new scenepart canbe createdby pressingthe "+" button that is located under
the list. The new scenepart will be put right behind the currently active scene
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Figure 5.3: ScenePart Settings Window.

part in the list. After creating it, the new scenepart becomesthe active scene
part. By pressingthe "-" button the currertly active scenepart is removed from
the list. The buttons "up" and "down" can be usedto move the active scenepart
up or down by one position in the list.

Then a new scenepart is createdit gets a default name like "scenepart 2". By
clicking onthe entry with the right mousebutton a dialogis shovn wherethe name
can be changed.

The Camerasectionright besidethe ScenePart sectionprovidesthree input elds
for the cameracoordinates and three input elds for the camera’srotation. The
class QExtNumberEdit was usedfor that. The user can changethe valuesand
apply all of them by pressingthe Enter key, while oneofthe elds hasthe keyboard
focus.

The "reset" button setsthe camera'sparametersto their default valuesand applies
them.
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In the Drawing Options, located in the upper right corner of the window, the
usercan choosebetweenthree render styles for the scenepart: If Fil led Model (the
default setting) is selectedhe polygonsaredrawn lled usingthe speci ed material
information. If Wireframe Model is chosen,only the outline of the polygonsare
displayed. The third option draws only the vertices of the objects.

These options are presemed mainly to give the user a simple way to distinguish
betweendi erent sceneparts in the result image.

From the combobox in the Projection Type section,in the middle of the window,
the user can selectthe type of projection that should be used. The combobox
displays the name of the chosenprojection.

Depending on the selectedprojection a widget is displayed cortaining input elds
for the projection's parameters. As for the camerasettings the parameterscan be
changedand applied by pressingthe Enter key while one parameter eld hasthe
key board input.

The projection matrix that resultsfrom theseparametersis displayedin a eld that
is located under the combobox for choosingthe projection's type. It is possibleto
directly changeand the apply the valuesin thesematrix elds. Note that this will
not changethe parametersin the projection widget.

Object Staking canbe enabledusinga ched box. The coe cien t determining the
amourt of staking canbe setin a eld. The coe cient for interpolating between
the front and the badk point of an object can be set using a slider.

A cascadingdependencyto another scenepart can be created, by selectingthis
scenepart in the combobox.

Finally it is possibleto accesghe functions for saving and loading the settings for
a scenecomposition from this window, usingthe buttons in the lower right corner.

Any applied changeon the settingsresultsin an immediate rerenderingof the scene
that is shovn in the Main Window. The view ofthe scenein the SceneView Window is
updated as well.

55 Scene View Windo w

The SceneView Window providesa viewsof the sceneand shavsthe current scenepart's
cameraand viewing volume at their relative position and orientation to the model. The
user can selectfrom six di erent views: front-, badk-, left side-, right side-, top-, or
bottom-view using a tabbar.

Objects belongingto the currently selectedscenepart are displayed in their original
color. All other objects are displayed in blue marking them as deselected. A single
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non-active object can be assignedto the current scenepart by clicking on it with any

mousebutton. The sameway an active object can be removed, without assigningit to

any other scenepart. Entire groupsof objects can be assignedo the current scenepart

using rubberbanding: the user clicks on a point and movesthe mouseto another point

on the screenwhile the mousebutton is pressed.A greentransparert rectangle showvs
the selectedarea. When the mousebutton is releasedevery object inside the selected
areais addedto the scenepart. In the sameway ertire groupsof objects canbe removed
from the scenepart. Thereforit is necessaryto pressthe Ctrl key while interacting with

the mouse. After selectingor deselectingobjects their color is updated to match their

status.

The position and orientation of the cameracan be changedinteractively aswell. To
translate the camera,the userneedsto selectit usingthe left mousebutton. Then the
cameracan be moved until the mousebutton is released.Using the right mousebutton
allows the userto rotate the camera.

The viewing volume of a projection can be adjusted using the manipulators on it.
Theselittle spherescanbe selectedwith the mouseand translated, while any mousebut-
ton is pressed.The viewing volume (and the projections parameters)changeaccording
to the applied translations. The calculation for suc changesare donein the projection
class. It getsthe object ID and the amourt of translation, and calculatesthe change of
the accordingparametersfrom these.

Finally the render areais embeddedin a scrollablecortext and a zoom function for
the sceneis provided. This allows the handling of larger scenes.

Figure 5.4: SceneView Window. Deselectingobjects using rubberbanding (left). Inter-
acting with the viewing volume (mid and right).

The screenshotsn Figure 5.4 shav views of a scenefrom the left side. The rst
screenshotshaowvs the camerain the default position. All objects belongto the current
scenepart. Deselectinga group of objectsis alsoillustrated: ead object underthe green
areawill be deselected.The screenshotin the middle shavs the scenewith a rotated
camera. The blue marked objects do not belongto the current scenepart anymore. By
selectingthe manipulator on the viewing volumeit canbe modi ed. The result is shovn
in the right part of the image.
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5.6 Result Images

The objects shavn in the following imageswere modeledwith Maya. The textures were
createdin Gimp. The imagesthemselhes are composedwith theMPI-Builder

Figure 5.5: Parallel projected scene.

The rst examplepresened hereusesthe mostimportant elemerts in ChineseLand-
scape Painting, mountains and water. In Figure 5.5 the sceneis displayed using a single
parallel projection. The imagesin Figure 5.6 usesthe typical division of the spacein
foreground, mid part, and badkground. The foregroundis shavn using an othographic
projection slightly looking down, creating an e ect of leveldistance. The mid part is dis-
played using an orthographic projection looking down from a remarkly higher position,
creating an e ect of high distance. This is brought to the extremein the right image
there the DOP is perpendicular to the ground plane. A perspective projection is used
for the mountains in the badground looking up to them. Thusan e ect of deep distance
is created.

In the secondexampe the sceneconsistsof two housesand a tree place on a ground
plane with a hill behind them. Figure 5.7 shows the sceneprojected using a single
perspective projection. In Figures5.8and 5.9di erent projections and viewpoints were
chosenfor ead object. Asin ChineseLandscape Paintings the housesare displayed using
oblique projections. Becausedi erent parameterswere chosen,the lines of the houses
point in di erent directions, creating the impressionof di erent viewpoints. Figure 5.8
could be interpreted as standing betweenthe housesand turning the headto the left and
right showing the right sideof the left houseand the left sideof the right house.Whereas



Chapter 5. Implement ation 45

Figure 5.6: Multi projection imagesusing di erent viewpoints for di erent parts of the
scene.In the imageon the right side an extreme viewpoint is usedfor the mid part.

the left housein Figure 5.9 would be seenfrom a position left of it, and the right house
from a position far on the right side. The ground the housesare standing on is projected
using an orthographic projection looking down from a slightly higher position. Thus the
slope of the ground plane matchesthe slope of the houses. Furthermore looking down
from a higher point shovs much more of the ground. The tree and the hill are projected
directly from the front using orthographic projections.



46

5.6. Result Images

Figure 5.7: Single perspective projection.

Figure 5.8: Multi projection image using oblique orojections for architecture.

Figure 5.9: Using di erent parametersfor the oblique projections.
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Finally the imagesin Figure 5.10show the di erence betweenthe stacking projection
and object stadking. As the stacking projection puts points that are further away higher
up in the image, it makesthe top surfaceof objects more visible. This e ect can be
seenbest for the hills in the lower right corner of the left image. Using the object
stacking algorithm movesertire objects. The objects are displayed like using a single
projection with the di erence that additional vertical gapsare created between them.
An orthogrphic projection was used(in conmbination with object stacking) to createthe
imageon the right side. As in Figure 5.5just the front surfacesof the objects are shown.
But the stadking algorithm createsa distribution of the objects acrossthe image. As
only single objects that are not placedon top of ead other are usedin the model the
object stadking algorithm producespleasingresults. Figure 5.11illustrates the problems
that canoccur if a complexobject is createdusing se\eral other objects or if objects are
placedon other objects. The housesare modeledusingdi erent objects, cylindersasthe
pillars and rectanglesfor the roof. For the front part of the housethe pillars are a bit
further away than the front edgeof the roof. Thusthey are put up higher than the roof,
sothat they appearto breakthrough it. The bad part of the roof is alsoput up higher
than the front part, sothat they are not connectedanymore. This problem might me
solved on the model base,if the houseobject would be marked as an object composed
of seeral other objects. It then could be treated as a single object by the algorithm.

Another e ect resulting from the stadking algorithm is, that objects which are placed
on top of other objects appear ying above them. Like the housesand the tree in
Figure 5.11,that were originally placedon the ground plane.

Figure 5.10: The stacking projection shavs the top surfacesof objects (left). Object
stadking algorithm movesertire objects (right).
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5.6. Result Images

Figure 5.11: Problemsthat can occur by using object stading.



Chapter 6. Conclusion and Future Work 49

Chapter 6

Conclusion and Future Work

Alternativ e illustration methods becomemore and more signi cant. While the useof a
single perspective projection allows the creation of photo-realisticimages,it alsocan be
restrictive. To overcomethe restrictions multiple projections and view points in a single
imagecanbe used. In ne arts suc as ChineseLandscape Painting sud techniquesare
known. As exposedin the introduction multi projection imagescan be usedfor artistic
expressionrepresetation, and visualization.

In this thesis an alternative rendering pipeline for the creation of multi projection
imageswas introduced. It is basedon the composition of ChineseLandscape Paintings.
The rendering pipeline was implemerted in an application named MPI-Builder . The
application provides a set of planar geometricprojections, an user interface for the seg-
mertation of the sceneinto sceneparts, cortrolling camerasettings and the projections.
If a user manipulatesthe valuesof the projection visual feedbak is given. Obviously
the resulting image changes,but the user can also seehow the viewing volume of the
projection is a ected. Furthermore most parametersof the implemerted projections can
be adjusted interactively by manipulating the viewing volume. The valuesof the param-
etersare updated accordingly This kind of feedba& givesthe usera good understanding
of how the parametersof a projection in uence the resulting image.

Future Work

The userinterface could not be testedin detail yet. There are certainly functions which
could be added, suth asa full rotatable view onto the scenein the SceneView Window,
the ability to connectparameterssud asthe scalingparametersof a projection to allow
a uniform scalingby changingonly onevalue, and more. Further tools or dependencies
which would help the userto composea multi projection image are imaginable. The
object stadcking algorithm leaves unsolhed problems as well, which might be solved on
the model baseor in the application.

Besidethesepossibleapprovemerts of the existing work, further dewelopmer in the
following elds is imaginable:
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At this point work hasbeendonein simulating easternperspective and in simulat-
ing Chinesedrawing styles separately Combining thosein one application would
allow to create imagesthat are much more like the original ChineselLandscape
Paintings.

In this work the colorsof objects were predeterminedby textures, only. Integrating
light sourcesand dealingwith shadavs and re ections in multi projection imagesis
anotherfuture direction. Especially the transition from onelayer to anotherwould
be interesting.

Finally the question,if animation in terms of navigating through a multi projection
scenavould be possible,is interesting. Problemsof automatic scengpart generation
and managemet and frame-to-framecoherenceneedsto be solved then.
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